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Deep
neural networks HP-DLF:

Automatically optimized and distributed 
”Deep Learning“ on heterogeneous 
HPC clusters

Wall time: days Wall time: hours
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HP-DLF – HIGH PERFORMANCE 
DEEP LEARNING FRAMEWORK

1  Deep Learning without 

memory limits

F R A U N H O F E R  I N S T I T U T E  F O R  I N D U S T R I A L  M A T H E M A T I C S  I T W M

The ambition of the HP-DLF crew is to provide a softwareframework that removes the 

memory limits during the training of very large deep neural networks.

Based on the developing ONNX standard for the description of DNN´s, we will support 

multiple parallelization layers within one framework

■■ Model Parallelism

■■ Batch Parallelism

■■ Hyperparameter Selection

HP-DLF will provide multiple optimization strategies and support hybrid hardware systems 

(CPU, GPU, FPGA).

The HP-DLF Framework builds on top of Fraunhofer´s GPI-Space Technology for Memory 

Driven Computing.

Based on the developing ONNX standard for the description of DNN´s the HP-DLF has the 

high speed distributed application independent memory layer keeps training data and 

manages data transport between nodes.
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The HP-DLF project diagramm

In order to train a neural network the user has to provide an ONNX file – the topology of 

the DNN – as Input. By using the open standard ONNX, HP-DLF can serve as a HPC-back-

end for all major deep learning frameworks.

With this information, the compiler generates a Petri net which encodes the execution of 

the optimization loop in a task and data parallel fashion. The parallelism is automatically 

extracted and task are scheduled to free resources. This enables the distribution on the 

level of single layers. HP-DLF may be used to train very large neural networks without 

memory restrictions.

Examples of such networks are often found in life and physical science, e. g. a 3D U-Net 

used for semantic segmentation of medical images.


